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ABSTRACT
This study examines research trends in patent data-based forecasting of promising technologies, 
using academic publications indexed in the Web of Science from 2004 to 2024. To systematically 
classify and review methodological developments, the study proposes and applies the PATC 
analytical framework, which includes Preprocessing & Representation, Analysis Algorithms, 
Technology Insight, and Context to Action. The analysis covers 268 papers, reviewed in depth by 
period, methodological approach, and network structure.

The analysis shows a sharp increase in related studies after the 2010s, with a significant rise 
between 2018 and 2024. Early studies mainly used statistical and network-based analyses, while 
recent research increasingly uses AI-driven techniques such as text mining, topic modeling, 
embedding, and deep learning. The co-occurrence network centrality analysis of PATC 
sub-classifications identifies text processing, statistical analysis, and network analysis as key 
methodological hubs. In addition, the betweenness-centrality analysis highlights the intermediary 
roles of new technology detection, vacant technology exploration, and dimensionality reduction 
techniques. These findings show that patent-based forecasting studies are moving from traditional 
analytical methods to AI-based approaches, leading to greater methodological diversity. This 
research offers both academic and practical value by providing an empirical basis for the 
development of technology forecasting research and for the creation of national policy and 
corporate R&D strategies.
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국문초록
본 연구는 2004년부터 2024년까지 Web of Science에 등재된 학술연구를 대상으로, 특허데이터 기반 
유망기술 연구의 동향을 분석하였다. 이를 위해 선행연구를 검토하고, 연구 방법론을 체계적으로 분류 
및 분석하기 위해 PATC 분석 프레임워크(Preprocessing & Representation - Analysis algorithms - 
Technology Insight - Context to action)를 제안․적용하였다. 총 268편의 논문을 수집하여 시기별, 방
법론별, 네트워크 구조를 중심으로 심층 분석을 수행하였다. 분석 결과, 연구는 2010년대 이후 급격히 
증가했으며 특히 2018~2024년 사이 관련 연구가 급증하였다. 초기에는 통계분석과 네트워크 분석이 
주를 이루었으나, 최근에는 텍스트 마이닝, 토픽 모델링, 임베딩, 딥러닝 등 인공지능 기반 방법론의 활
용이 두드러졌다. PATC 세부 분류에 대한 공출현 네트워크 연결 중심성 분석을 통해 텍스트 처리, 통
계분석, 네트워크 분석 연구 방법이 중심 허브 역할을 하는 것과, 매개중심성 기반 분석에서는 신기술 
탐지, 공백기술 탐색, 차원축소 연구 방법이 중개적 역할을 하고 있음을 확인하였다. 본 연구는 특허 데
이터 기반 유망기술 연구가 전통적 방법론에서 AI 기반 분석과 같은 최신 연구 방법과 접목되거나 전
환되고 있으며 그로인해 연구 방법의 다양성이 증가하고 있음을 실증적으로 확인하였으며, 향후 기술
예측 연구의 확장과 국가 정책·기업 전략 수립에 중요한 기초자료를 제공한다는 점에서 학문적이며 실
무적 의의를 가진다.

주제어

특허, 유망기술, PATC 프레임워크, 연구 방법 동향, 서지 분석, 네트워크 분석



168지식재산연구 / Journal of Intellectual Property

Noh et al., 2025. Patent-Based Trend Analysis of Research on Promising Technologies: A PATC Framework Approach

1. 서론

4차 산업혁명, 디지털 전환, 기후위기 대응 등 급격한 변화 속에서 신기술의 등장은 가속화되
고 있다. 이에 따라 국가 R&D 전략, 기업 혁신, 학문 연구 모두에서 유망기술(Promising 
technology)의 조기 식별과 가치 평가가 핵심 과제로 부상하고 있다.

유럽, 미국, 일본 등 주요국에서는 미래 유망기술 발굴 및 연구를 지원하는 프로세스를 정립
하고 있다. 미국의 국가정보위원회(National Intelligence Council)는 4년마다 향후 20년간의 
주요 트렌드와 불확실성을 분석하는 ‘Global Trends’ 보고서를 발간하여 신임 대통령의 정책 
수립 방향을 효과적으로 지원하고 있으며1), 일본의 과학기술정책연구소(NSTEP)는 1971년부
터 5년 주기로 과학기술예측조사를 실시하여 국가 과학기술 발전 방향을 체계적으로 예측하고 
있다.2)

미래예측의 핵심적 가치는 다가올 위험과 기회를 사전에 포착하고 미래의 변화에 대한 선제
적인 대응 전략을 수립하는 데 있다. 또한 미래예측은 정책결정자들에게 다양한 미래 시나리오
를 제시함으로써 정책의 유연성과 적응성을 높이는 데도 기여하고 있으며, 국가의 혁신역량을 
강화하고 새로운 성장 동력을 발굴하는 전략적 도구로서 그 중요성이 더욱 커지고 있다.3)

국내에서도 1994년부터 5년마다 과학기술예측조사를 실시하고 있으며, 12개 핵심 신흥기술
을 공식 확정하면서 “초격차 전략기술 확보”를 국가 생존의 중심으로 인식하고, 범부처 전략기
술정책 이행력 제고를 위한 종합적 접근을 추진하고 있다. 또한 AI 등 급변하는 기술 환경과 반
도체 수출통제, 글로벌 정책 환경 변화에 선제적으로 대처할 수 있는 체계적인 모니터링 및 대
응 시스템이 필요하며, 국가적으로 중대한 기술패권 대응을 위해서는 기술·정책·외교 상황의 
변화를 조기에 인지하고, 전략적 중요성에 따라 차세대 국가전략기술을 빠르게 선정·대응하는 
체계 구축이 필요한 상황이다.4)

그러나 기존의 유망기술 예측 방법들은 빅데이터 분석, 델파이 기법, 시나리오 분석, 기술 로
드맵 분석 등이 정량적 접근 또는 정성적 접근 중 어느 한쪽으로 편향된 분석의 한계가 있으며, 
R&D 기획에 직접 활용할 수 있는 실제 기술적용이 가능한 실질적·객관적 관점의 유망기술 분
야 도출과 이를 위한 유망기술 분야 발굴 방법론의 다원화가 절대적으로 필요하다는 주장이 있
어 왔다.5)

이러한 현실적 요구에도 불구하고, 기술의 유망성을 확인하거나 유망기술 예측에 관한 다양
한 접근 방식과 적용된 연구 방법에 대해 종합적으로 검토한 연구는 여전히 부족하다.  본 연구
는 이를 보완하기 위해 Web of Science에 수록된 2004년 이후 약 20년간 출판된 특허 데이터 
분석을 기반으로 유망기술을 예측하거나 기술의 유망성을 확인하기 위한 연구들을 종합적으로 
분류·메타분석함으로써, 연구 방법론 간 상호작용과 기술 예측 패러다임의 변화를 분석하였다. 
이러한 접근은 향후 기술예측 연구자와 정책결정자에게 연구 설계 및 전략 수립의 기초 자료를 
제공함으로써 국가 R&D 정책 및 기업의 기술 혁신전략 수립에 기여하고자 한다.

1) National Intelligence Council, “Global Trends 2040: A More Contested World”, Office of the 
Director of National Intelligence / Cosimo Reports, 2021, pp. 1-144. 
<https://www.dni.gov/files/ODNI/documents/assessments/GlobalTrends_2040.pdf>

2) Urashima Kuniko, “An Overview of the 11th Foresight Survey in Japan”, Innovation and 
Development Policy, Vol. 3(2021), pp. 79-90. 

3) Peter De Smedt et al., “Future scenarios to inspire innovation”, Technological Forecasting and 
Social Change, Vol.80 No.3(2013), pp. 432-443.

4) 김진용 외 3인, “국가전략기술 조기분석·예측 시스템 및 융복합 성과창출 방안 연구”, 한국과학기술기획평가
원, 2025, 1-100면.

5) Gabjo Kim & Jinwoo Bae, “A Novel Approach to Forecast Promising Technology Through Patent 
Analysis”, Technological Forecasting and Social Change, Vol.117 (2017), pp. 228–237.
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2. 이론적 배경과 선행연구 고찰

2.1. 유망기술의 개념

유망기술은 다양한 연구에서 서로 다른 관점으로 정의되어 왔다. Van Lente와 Rip (1998)은 
유망기술을 기술적 약속(Technological Promise)과 연관 지어, 아직 실현되지 않았지만 미래 
비전과 가능성을 통해 연구자와 자원을 끌어들이는 사회적 장치로 설명하였다.6) Borup et 
al.(2006)은 이를 “기술적 이야기(Technological Narratives)”로 규정하며, 사회적 기대와 기
술적 비전이 상호작용하면서 기술의 진화를 이끈다고 보았다.7)

또한, 유망기술은 종종 신흥기술(Emerging Technology)의 맥락에서 이해되었다. Konrad 
(2006)는 신흥기술이 실용화와 시장화 단계로 접어들며 사회적 기대와 경제적 잠재력을 기반으
로 실제 성과를 만들어가는 과정을 강조하였다.8) Rotolo et al. (2015)는 신흥 기술은 기술 발
전의 초기 단계에서부터 상용화가 이루어지거나 상용화 가능성이 있는 기술로, 시장과 사회에
서 빠르게 확산되고 있는 기술로 설명하였다.9) 

기술적 영향과 가치 관점에서 Song et al.(2018)은 유망기술을 “다른 기술에 상당한 영향을 
미치면서 동시에 시장의 요구에 대응할 수 있는 기술”로 정의하였고,10) Kim and Geum(2024)
은 이를 “급속한 성장과 높은 사회적이고 상업적 가치를 창출하는 핵심 기술(Key 
Technology)”로 다양한 연구에서 정의되고 있음을 설명하였다.11)

일부 연구는 기술 융합과 공백의 측면에 주목한다. Caviggioli.(2016)는 상이한 영역 간 경계
를 허물며 나타나는 융합기술(Converging Technology)을 유망기술로 보았으며,12) Cai et 
al.(2024)는 특정 기술 분야에서 미래 수요를 충족할 잠재력과 높은 기술 공백(Vacancy)을 특
징으로 하는 기술을 유망기술로 정의하였다.13) Jun et al.(2012) 역시 미래에 필요하지만 아직 
개발되지 않은 기술을 “공백기술(Vacant Technology)”로 설명하였다.14)

유망기술의 다양한 개념과 정의가 그간의 연구에서 여러 가지로 혼재되어 왔고, Jee et 
al.(2022)는 유망기술에 대한 그간의 연구들을 분석하여 “Emerging, Converging, New, Key, 
Vacant, Outlier” 관점에서 정리한 바 있다.15)

6) Harro Van Lente & Arie Rip, “The rise of membrane technology: From rhetorics to social 
reality”, Social Studies of Science, Vol.28 No.2(1998), pp. 221-254.

7) Mads Borup et al., “The sociology of expectations in science and technology”, Technology 
Analysis & Strategic Management, Vol.18 No.3-4(2006), pp. 285-298.

8) Kornelia Konrad, “The social dynamics of expectations: The interaction of collective and 
actor-specific expectations on emerging technologies”, Technology Analysis & Strategic 
Management, Vol.18 No.3-4(2006), pp. 429–444.

9) Daniele Rotolo et al., “What is an emerging technology?”, Research Policy, Vol.44(2015), pp. 
1827-1843.

10) Kisik Song et al., “Identifying promising technologies using patents: A retrospective feature 
analysis and a prospective needs analysis on outlier patents”, Technological Forecasting and 
Social Change, Vol.128(2018), pp. 118-132.

11) Jinhong Kim & Youngjung Geum, “Identifying promising technologies considering technology 
convergence: A patent-based machine-learning approach”, IEEE Transactions on Engineering 
Management, Vol.71(2024), pp. 15096-15109.

12) Federico Caviggioli, “Technology fusion: Identification and analysis of the drivers of technology 
convergence”, Technological Forecasting and Social Change, Vol.109(2016), pp. 38-48.

13) Zhiguo Cai et al., “Patent Analysis for Identifying Core Technology and Forecasting Promising 
Technology in Medical Imaging Equipment”, IEEE Transactions on Engineering Management, 
Vol.71(2024), pp. 14375-14386.

14) Sunghae Jun et al., “Technology forecasting using matrix map and patent clustering”, 
Industrial Management & Data Systems, Vol.112 No.5(2012), pp. 786-807.

15) Jeonghun Jee et al., “Six different approaches to defining and identifying promising technology 
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이와 같이 유망기술은 불확실성 속의 성장 잠재성, 기술 간 융합성, 산업·사회적 파급력, 미래 
필요성 등을 포괄하는 다차원적 개념으로 진화해왔다. 본 연구는 이러한 논의를 종합하여, 유망
기술을 “조기 식별 가능하며, 높은 불확실성을 지니면서도 성장성과 사회·경제적 파급력이 기
대되는 기술”로 정의하고자 한다.

2.2. 특허 데이터 기반 분석 방법 및 유망기술 선행연구 동향

지식재산처(舊 특허청)는 2020년 지식재산연구원을 통해 “지식재산 빅데이터 분석 기반 조
성 연구”를 수행하였으며, 해당 연구에서 특허 분석방법론을 크게 서지정보분석과 기술정보분
석으로 나누어 소개하였으며, 특허 빅데이터 분석의 개선방향으로 특허의 사전정보(Ex ante 
information)로 예측기반 분석을 수행하여 특허의 미래 유망성을 예측하는 연구 동향과 사례
를 소개하였고, 향후 AI기술의 발전에 따라 특허 빅데이터 분석 방법이 고도화할 것으로 예상하
였다.16) 

<그림1 특허분석 방법론의 분류, Abbas et al.(2014)>

출처: 지식재산 빅데이터 분석 기반 조성 연구(2020)

  

또한 특허 분석 방법론의 분류에 대해 <그림1>과 같이 크게 텍스트 마이닝 기법과 시각화 기
법으로 분류한 Abbas et al.(2014)의 연구내용을 소개하였다.17) Lin and Chou(2025)는 ‘AI 
Technique-Analytical Task Matrix’를 제시하여, AI 방법론과 특허 분석 과제의 대응 관계를 
체계적으로 매핑하였고, 서지분석과 BERT 기반 임베딩·클러스터링을 적용하여 11개의 주제 
영역을 도출한 바 있다.18) 

특허 데이터 기반 유망기술 연구는 지난 20여 년간 데이터 활용의 확장과 분석방법의 고도화
를 거치며 세 단계의 진화 과정을 보여왔다. 각 시기별 연구들은 활용 데이터의 성격과 분석기
법의 발전 수준에 따라 서로 다른 접근 방식을 취해왔다. 다만, 외부 기술환경의 변화가 연구대
상의 범위와 수준, 연구 방법 적용을 위한 환경구성의 용이성 등에 따라 일정한 시차를 두고 실
제 연구 방법에 적용되어 왔음을 알 수 있다.

첫 번째 시기(2004–2011)는 통계·시계열 및 네트워크 분석이 정립된 시기로, 특허서지 및 인
용정보를 활용하여 유망기술을 계량적으로 식별하려는 초기 시도가 이루어졌다. Daim et 

through patent analysis”, Technology Analysis & Strategic Management, Vol.34 No.8(2022), pp. 
961-973.

16) 정찬식·김혁준, “지식재산 빅데이터 분석 기반 조성 연구”, 한국지식재산연구원, 2020, 1-103면.
17) Assad Abbas et al., “A literature review on the state-of-the-art in patent analysis”, World 

Patent Information, Vol.37(2014), pp. 3-13.
18) Tzu-Yu Lin & Li-Chieh Chou, “A systematic review of artificial intelligence applications and 

methodological advances in patent analysis”, World Patent Information, Vol.82(2025), Article No. 
102383.
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al.(2006)은 특허 분석과 서지계량 데이터를 통합하여 연료전지, 식품안전, 광저장 기술을 사례
로 성장곡선, 시나리오 기법, 유추 분석 등을 결합한 기술예측 프레임워크를 제시하였다. 이 연
구는 기술 생애주기의 등장 및 확산 단계를 조기에 식별할 수 있는 통합적 접근법의 유용성을 
실증적으로 제시하였다19) Cozzens et al.(2010)은 Emerging Technology의 개념을 계량적
으로 정의하고, 논문·특허·연구비 데이터를 활용해 신흥기술을 조기에 식별하는 방법론을 
제시하였다.20) 이 시기의 연구들은 특허데이터의 계량적 예측 가능성을 보여주었으나, 개
별 기법 중심의 접근이 주를 이루어 서로 다른 분석방법 간의 구조적 연계나 다층적 분석체
계로 발전한 사례는 상대적으로 드물었고, 특허데이터 분석의 정태적 계량분석 시기로 볼 
수 있다.

두 번째 시기(2012–2017)는 특허 텍스트 데이터를 가공 및 활용하는 수준이 단어수준을 넘
어 문장 및 구조적 분석을 위한 자연어처리(NLP)가 본격적으로 사용되고, 머신러닝과 군집화 
기법이 결합된 연구 방법이 본격적으로 사용된 시기이다. Yoon & Kim(2012)은 자연어 처리기
술을 활용하여 SAO(주어–행위–목적어) 구조를 추출한 뒤, 시맨틱 분석과 이상치 탐지(Outlier 
Detection)를 결합하여 신흥기술 신호를 자동 식별하였고,21) Segev & Kantola (2012)는 특허
를 벡터화(TF-IDF/문맥추출)하고 비지도 학습방법인 Self-Organizing Map(SOM)과 결합하
여 특허 간 유사성 매핑 및 기술 트렌드를 식별하였다.22) 이들 연구는 2012년을 기점으로 텍스
트의 구조분석 및 의미화와 비지도학습 기반 분석이 본격적으로 활용된 대표적 사례들로 평가
되며 이 시기의 연구들은 통계·네트워크 중심 분석에서 발전하여 의미기반·동적탐지
(Semantic and Dynamic Detection)로 전환된 단계라 할 수 있다.

세 번째 시기(2018–2024)는 딥러닝과 트랜스포머 기반 언어모델의 확산으로, 특허 문헌의 
문맥적 의미를 반영한 지능형 분석이 본격적으로 시도된 시기이다. 기존 통계 또는 네트워크 분
석이나 단어 수준의 기술 분석 접근에서 벗어나, 딥러닝 기법을 본격적으로 사용하고 문맥적 의
미 분석을 통한 정교한 유망기술 탐지로 연구가 확장되는 시기로 볼 수 있다. Lee et al.(2018)
은 특허지표를 활용하여 신흥기술을 조기에 식별하기 위한 신경망 기반 접근을 제시하였다. 이 
연구는 다층 퍼셉트론(Multilayer feed-forward neural network)을 사용하여 특허지표 간의 
비선형 관계를 학습한 연구로써 딥러닝 연구 방법의 도입 초기 시도로 볼 수 있다.23) 언어모델
의 대중화를 이끈 GPT와 BERT가 2018년 공개되었음에도 불구하고, 본 연구 대상 논문에서는 
언어모델을 연구 방법에 적용한 최초의 사례는 Kim et al.(2022) 연구로, 특허의 정량정보와 텍
스트를 DeepInsight 알고리즘으로 이미지화하고 BERT 임베딩과 CNN 기반 학습모형을 결합
한 기술이전 예측 모델을 제시하였다.24) 뒤이어 Song et al.(2023)은 특허 문헌의 문맥적 의미 
정보를 보다 정밀하게 분석하기 위해 트랜스포머 기반 언어모델 BERT를 활용하고, 이를 이용
해 기술 특성을 의미 기반의 벡터로 변환하고 기술간 유사도를 계산한 뒤 유망 기술 주제를 자
동 식별하는 프레임워크를 제안하였다.25) 이와 같이 특허 데이터 기반 유망기술 연구에서는 언

19) Tugrul U. Daim et al., “Forecasting emerging technologies: Use of bibliometrics and patent 
analysis”, Technological Forecasting and Social Change, Vol.73 No.8(2006), pp. 981-1012.

20) Susan Cozzens et al., “Emerging technologies: quantitative identification and measurement”, 
Technology Analysis & Strategic Management, Vol.22 No.3(2010), pp. 361-376.

21) Janghyeok Yoon & Kwangsoo Kim, “Detecting signals of new technological opportunities using 
semantic patent analysis and outlier detection”, Scientometrics, Vol.90 No.2(2012), pp. 445-461.

22) Aviv Segev & Jussi Kantola, “Identification of trends from patents using self-organizing maps”, 
Expert Systems with Applications, Vol.39 No.18(2012), pp. 13235-13242.

23) Changyong Lee et al., “Early identification of emerging technologies: A machine learning 
approach using multiple patent indicators”, Technological Forecasting and Social Change, 
Vol.127(2018), pp. 291-303.

24) Youngho Kim et al., “Technology commercialization activation model using imagification of 
variables”, Applied Sciences, Vol.12 No.16(2022), Article No. 7994.
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어모델 기반 연구기법이 실제 분석 방법으로 확산되기까지 약 3～4년의 시차가 존재하였다. 이
는 특허텍스트의 도메인 특화 언어(Domain-specific language)와 긴 문장구조, 전문용어의 
복잡성 및 적합한 연구환경 구축 등으로 인해 사전학습 언어모델의 적용에 어려움이 있었기 때
문으로 판단된다. 결국, 딥러닝 및 언어모델 기반의 연구 방법의 출현은 기존의 통계·네트워크 
중심 분석에서 벗어나, 비정형 특허텍스트의 문장 수준 의미를 반영한 의미기반 탐지로 확장되
었으며, 기술 예측 연구가 AI 기반 통합 분석 단계로 전환되고 있음을 보여준다.

3. 연구절차 및 방법

본 연구에서 수행한 연구 절차 및 방법은 <그림2>와 같다.

<그림2 연구절차 및 방법>

3.1. 데이터 수집 및 분석대상 선정

본 연구에서는 특허 데이터 분석 기반의 유망기술 연구의 글로벌 동향을 파악하기 위해 Web 
of Science에서 아래와 같은 검색식을 통해 2004년부터 2024년까지 논문을 수집하였다.(검색 
및 데이터 다운로드 일자 : 2025. 4. 30)

patent and (forecasting or identifying or predicting ) and ("promising technolog*" or "emerging 
technolog*" or "new technolog*" or "key technolog*" or "vacant technolog*" or "outlier technolog*" or 
"converg* technolog*") (제목) or patent and (forecasting or identifying or predicting ) and ("promising 
technolog*" or "emerging technolog*" or "new technolog*" or "key technolog*" or "vacant technolog*" 
or "outlier technolog*" or "converg* technolog*") (초록) and Article (문서 유형)

“제목”과 “초록”은 연구의 핵심 주제와 연구 목적이 명시적으로 드러나는 대표 필드로써 연
구 주제가 특허를 활용한 유망기술 연구임이 명확하게 제목 또는 초록에 기재한 논문만을 수집
하였고, 이에 해당되지 않는 논문은 제외하였다.

25) Bowen Song et al., “Identification of emerging technology topics (ETTs) using BERT-based 
model and sematic analysis: A perspective of multiple-field characteristics of patented 
inventions (MFCOPIs)”, Scientometrics, Vol.128 No.11(2023), pp. 5883-5904.
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이에 따라, 특허데이터 분석 기반을 전제로 하는 “patent” 키워드와 더불어 유망기술을 나타
내는 주요 개념어를 2.1절의 선행연구 고찰을 통해 선정한 키워드(“promising”, “emerging”, 
“key”, “vacant”, “outlier”, “converging”)와 기술예측을 나타내는 행위어(“forecasting”, 
“identifying”, “predicting”)를 OR 연산으로 조합하여 “제목” 및 “초록” 필드에 적용하였다.

1차 검색을 통해 출판된 382편의 논문을 수집한 뒤, 2명의 연구자가 직접 연구의 핵심 목적과 
주제가 “특허 데이터를 활용한 유망기술 확인 또는 예측”에 해당하는 논문인지를 직접 판별하
여 연구 관련성이 높은 268편을 분석 대상으로 최종 선정하였다.

3.2. 연구 방법 추출 및 범주화

  본 연구는 분석 대상 268편 논문의 연구 방법 단락을 대상으로 연구 방법(Method), 사용목
적(Objective), 사용데이터(Data)를 체계적으로 추출하였다. 초기 단계에서는 연구자마다 상
이한 방식의 연구 방법 표기 등으로 인해 텍스트 마이닝 기법을 적용하여 연구 방법 관련 구문 
및 표현을 후보군으로 식별하였으나, 자동화 절차만으로는 연구 방법 분류의 완전성과 정확성
을 확보하기 어려웠다. 이에 따라 1차 텍스트 마이닝된 결과를 연구자들이 전수 검토(Full 
manual validation) 및 교차검증과 합의 절차를 거쳐 각 논문의 연구 방법·목적·사용데이터를 
직접 확인하고 10개 분야 51개 대표 연구 방법 명칭에 매핑하였고, 그 결과는 <표1>과 같다. 이
때 유사 연구 방법(예: “text mining”, “data mining”, “text feature mining”)을 하나의 대표
적 명칭(“Text Processing & Mining”)으로 매핑하되, 해당 방법군의 목적과 기능을 포함하면
서 타 방법론과 명확히 구분 가능한 명칭을 채택하였다. 이러한 명칭은 표현의 일반성과 방법론
의 구분 가능성 간의 균형을 고려하여 구성하였으며, 가급적 선행연구 등에서 사용한 명칭과 유
사하게 부여하여 연구자들이 쉽게 이해할 수 있도록 하였다. 이러한 과정을 통해 향후 연구 방
법 분석의 용이성과 데이터의 신뢰성 및 일관성을 확보하고자 하였다.

<표1 연구 방법 명칭에 대한 분류 및 대표연구방법명>

분야 대표연구방법명

텍스트 처리 및 
마이닝 분야

Text Processing & Mining, Semantic Analysis, Keyword Term Extraction, 
N-gram Linguistic Analysis, Term Frequency Analysis, Co-occurrence Word 
Network Analysis

토픽 모델링 및 
임베딩 분야

Topic Modeling - Latent Methods,Topic Modeling - Advanced Methods, Word 
Embedding Vector Methods, Transformer-based Language Models, Natural 
Language Processing Techniques

네트워크 분석 
분야

Citation Network Analysis, Bibliometric Network Analysis, Social Network 
Analysis, Network Centrality Structure Analysis, Network Community & 
Modularity Analysis, Knowledge Graph Advanced Network

기계학습 및 
딥러닝 분야

Traditional Machine Learning,Tree-based Ensemble Methods, Ensemble 
Learning Techniques, Deep Learning Neural Networks

클러스터링 및 
차원축소 분야

Clustering - Partitioning Methods, Clustering - Density Hierarchical, Clustering 
- General Text, Similarity Distance Metrics, Dimensionality Reduction – Linear, 
Dimensionality Reduction – Nonlinear, Self-Organizing Topographic Maps

회귀분석 및 
통계분야

Regression - Linear Models, Regression - Generalized Models, Regression - 
Advanced Models, Time Series Analysis & Forecasting, Statistical Hypothesis 
Testing, Statistical Methods
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* 상세내용은 Appendix 1(연구 방법의 범주화를 위한 분류체계 및 매핑 테이블) 참조

  

논문의 연구 방법을 대표 연구 방법명으로 매핑하고 정제한 뒤, 분석을 위한 PATC 프레임워
크 분류들과의 매핑은 Python 기반의 자동화된 방식을 사용하여 매핑-검증과 분석을 진행하
였으며, PATC 세부 분류를 부여할 경우 한 논문에는 동일한 세부 분류를 한번만 부여하였다.

3.3. 분석 시기

본 연구에서는 분석 대상 논문들을 기술적 패러다임의 변화와 연구 방법론의 발전 양상을 종
합적으로 고려하여 기준으로 세 개의 시기로 구분하였다.

첫째, 1기(2004–2011)는 통계 및 네트워크 분석이 주요 연구 방법으로 활용된 시기로, 초기 
빅데이터 개념이 학계에 부상하던 시기이다. 이 시기 연구들은 주로 기술 동향 파악과 지식 구
조 탐색을 위해 통계적 기법과 네트워크 분석 도구를 적용하였으며, 데이터 기반 분석의 기반을 
마련하였다.

둘째, 2기(2012–2017)는 머신러닝 및 임베딩 기법이 본격적으로 도입되면서 자연어 처리 기
법의 적용이 가속화된 시기이다. AlexNet(2012)과 Word2Vec(2013)의 등장은 딥러닝과 자연
어처리 기술도입을 가속화 하였고, 특히 단어 임베딩(Word embedding)과 같은 표현 학습 기
법이 연구 방법론에 통합되면서 특허 및 문헌 텍스트의 의미적 분석이 가능해졌다. 이로 인해 
기존 빈도 중심 분석에서 벗어나, 문맥 기반 의미 추론과 군집화가 가능해졌다는 점에서 중요한 
전환기를 이룬다.

셋째, 3기(2018–2024)는 2018년 GPT와 BERT를 시작으로 트랜스포머 기반의 언어모델이 
본격적으로 공개․사용되기 시작한 시기로써, 본격적인 특허 데이터의 다양한 맥락을 언어모델
로 해석하고 활용하며 기술 전략적 인사이트가 확산된 시기이다. 딥러닝 신경망(Deep 
Learning Neural Networks)과 트랜스포머(Transformer)-기반 언어모델은 자연어 처리 성
능을 비약적으로 향상시켜, 대규모 특허 데이터에서 정교한 기술 예측, 트렌드 분석, 전략적 의
사결정 지원이 가능해졌다. 이에 따라 연구 방법론은 단순 분석을 넘어, 산업 및 정책 차원의 전
략 수립에 기여하는 방향으로 진화하였다.

시기별 연구 방법의 구분은 본 연구가 다루는 분석 대상의 특성을 더욱 명확히 이해할 수 있게 
하며, 기술 변화와 연구 방법론 간의 상호작용을 체계적으로 고찰하는 기반을 제공한다.

의사결정 및 
전문가 평가 분야

Multi-Criteria Decision Analysis, Weighting Scoring Methods, Expert-Based 
Research Methods

기술분석 및
예측 분야

Technology Growth Diffusion Models, Patent-Specific Classification Analysis, 
Patent Performance Quality Analysis, Technology Management Roadmapping,
Technology Assessment Forecasting

기회발견 및
특화분석 분야

Innovation Opportunity Analysis, Cross-Impact Convergence Analysis,
Technology Opportunity Mapping, Visualization Mapping Techniques,
Patent Trend Landscape Analysis, Outlier Detection Novelty Analysis,
Main Path Citation Flow Analysis

연관규칙 및 
시뮬레이션 분야

Association Rule Mining Methods, Simulation-based Analysis
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3.4. PATC 분석 프레임워크

3.4.1. PATC 분석 프레임워크의 타당성

다음단계로 연구 방법을 체계적으로 분류하고 시대별 기술 흐름을 분석․비교하기 위해, 본 연
구에서는 PATC 분석 프레임워크를 제안한다.

PATC 분석 프레임워크는 특허 데이터 기반의 유망기술 연구 방법을 데이터 처리–분석–통
찰–실행의 단계로 체계화하기 위해 고안되었다. 이 프레임워크의 이론적 정당성은 다음과 같
은 학술적 기반에 의해 뒷받침된다.

Ackoff(1989)에 의해 명확히 제시된 바 있는 DIKW 모델(Data–Information–Knowledge–
Wisdom)은 정보과학과 지식경영 분야에서 이론 틀로 활용되어 왔다. DIKW는 원천 데이터
(Raw data)가 맥락을 갖춘 정보(Information)로 조직되고, 이를 토대로 의미 있는 지식
(Knowledge)과 실천적 지혜(Wisdom)로 발전한다는 가치 상승 구조를 설명한다.26) PATC의 
P(Preprocessing & Representation), A(Analysis algorithms), T(Technology Insight), 
C(Context to action)는 각각 DIKW의 Data, Information, Knowledge, Wisdom, 단계와 구
조적으로 대응한다. Shaik et al.(2024)은 스마트 헬스케어에서 다중 모드 의료 데이터 융합을 
위한 DIKW 모델 기반의 포괄적인 접근 방식을 제시한 바 있고,27)  Xiaomin Shen 등(2023)은 
간세포암(HCC) 진단에서 인공지능(AI)의 활용을 DIKWH(Data, Information, Knowledge, 
Wisdom, and Health) 프레임워크로 확장하여 기존 연구들을 분류 비교하였다.28)

<그림3 연구절차 및 방법>

또한, KDD (Knowledge Discovery in Databases) 프로세스(Fayyad et al., 1996)는 데이
터 선택, 전처리, 변환, 마이닝, 평가 단계를 거쳐 지식을 발견하는 과정을 규정하였다.29) KDD
가 지식 발견까지를 다루는 과정은 PATC의 P-A-T까지 과정과 유사하나, PATC는 기술예측 
및 정책적 활용(Context to action)까지 다루고 있다.

<표2 DIKW vs PATC 비교>

26) Russel L. Ackoff, “From Data to Wisdom: Presidential Address to ISGSR”, Journal of Applied 
Systems Analysis, Vol.16 No.1(1989), pp. 3–9.

27) Thanveer Shaik et al., “A survey of multimodal information fusion for smart healthcare: 
Mapping the journey from data to wisdom”, Information Fusion, Vol.102(2024), pp. 1-18.

28) Xiaomin Shen et al., “Revisiting artificial intelligence diagnosis of hepatocellular carcinoma 
with DIKWH framework”, Frontiers in Genetics, Vol.14(2023), pp. 1-12.

29) Usama Fayyad et al., “Knowledge Discovery and Data Mining: Towards a Unifying Framework”, 
KDD, Vol.96(1996), pp. 82-88.

구분 DIKW  PATC

설계 목적 정보 흐름 또는 지식 발견 프로세스 일반화 특허 기반 기술연구 방법론의 구조화

적용 대상
일반 데이터 처리 또는 데이터베이스 기반 
지식 발굴

특허 텍스트, 네트워크, 기계학습 등 복합 연구 
방법
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<그림3>과 <표2>를 통해 DIKW와 KDD를 PATC와 비교․분석하면 단순한 임의의 분류체계
가 아니라, DIKW의 인지적 구조와 KDD의 데이터 마이닝 절차와 같은 기존 학술적 논의에 근거
를 둔 체계임을 알수 있다. 따라서 본 연구가 제안하는 PATC 프레임워크는 특허 데이터 기반 
연구의 실제 분석 흐름에 맞게 이 과정을 기능적으로 재구조화하였으며, DIKW의 4가지 지식 
생성 단계를 넘어 AI, 임베딩 등 최신 기법까지 아우르는 20개의 세부 분류를 통해 보다 구체적
인 특허 데이터 기반 유망기술 연구에 특화된 분석체계이다.

3.4.2. PATC 분석 프레임워크 구조

PATC는 Preprocessing & Representation(P)–Analysis Algorithms(A)–Technology 
Insight(T)–Context to action(C)의 네 단계로 구성되며, 데이터에서 전략적 실행에 이르는 분
석의 전 과정을 포괄하도록 설계하였다. 각 단계는 분석 목적, 데이터 처리 수준, 산출물의 성격
에 따라 구분되며, 이러한 기준은 서로 유사한 기법 간에도 명확한 역할 상의 차이를 갖도록 하
였다.

첫째, P (Preprocessing & Representation) 단계는 특허 데이터를 분석 가능한 형태로 가
공하는 과정이다. 텍스트 정제, 키워드 추출, 토픽 모델링, 임베딩 등 전처리 기법을 통해 비정
형 특허 데이터를 구조화된 분석 대상으로 변환한다. 이 단계는 데이터의 형태적 표현을 변환하
는 목적을 가지며, 텍스트 처리(P-TXT), 임베딩(P-VEC), 분류기반(P-CODE), 의미기반
(P-SEMT), 차원축소(P-REDU) 등 데이터 표현 방식의 차이를 기준으로 세분화된다.

둘째, A (Analysis Algorithms) 단계는 가공된 데이터에 통계, 네트워크 분석, 머신러닝, 자
연어처리 등 다양한 알고리즘을 적용하는 과정이다. 이 단계의 구분 기준은 분석 목적과 계산 
구조에 있다. 예를 들어, 네트워크 분석(A-NET)은 요소 간 관계구조의 연결성 분석을, 군집화 
분석(A-CLST)은 데이터 간 유사성 기반의 집단화를 목표로 한다. 또한, 최신 연구동향을 반영
하여 학습 기반 예측기법(A-ML, A-DL)을 전통적 분석기법(A-STAT, A-NET, A-CLST)과 구
분하였다.

셋째, T (Technology Insight) 단계는 분석 결과를 종합해 기술적 의미를 해석·모델화하는 
단계이다. 본 단계의 세부분류는 연구 방법의 통찰 초점에 따라 구분되었다. 예를 들어, 신기술
(T-NEW)은 새롭게 부상하는 기술혁신을 탐지하는 것을, 기술공백(T-VAC)은 기술발전의 미
개척 영역을 탐색하는 것을 목적으로 한다. 즉, 두 분석은 데이터 입력 형태가 유사하더라도 탐
색의 방향성이 다르다. 이 밖에도 기술연계(T-LINK), 기술경쟁력(T-IND), 경로분석(T-PATH)
은 분석의 대상(관계·성과·경로) 차이에 따라 구분된다.

넷째, C (Context to action) 단계는 기술적 통찰을 정책적·전략적 맥락에 적용하는 단계로, 
분석 결과가 실제 의사결정과 행동전략으로 전환되는 것을 목표로 한다.

본 단계는 활용 목적의 범위를 기준으로, 기술조망(C-DESC), 기술기회포착(C-MAP), 의사
결정지원(C-DECIS), 기술로드맵(C-PLAN)으로 구분하였다.

마지막으로, 시각화 도구(V-VMT)는 P–A–T–C 어느 단계에도 속하지 않는 독립적 보조 기
능으로, 분석 결과를 직관적으로 표현하고 패턴 인식을 지원하는 목적에서 별도의 세부분류로 

분류 체계 데이터→정보→지식→행동 전처리(P)→분석(A)→기술통찰(T)→실행전략(C)

세부 분류 없음 총 20개의 세부 연구 방법(Sub-category) 포함

확장성 지식관리의 일반론적 사용 가능
최신 기술 반영과 기술기획, 전략수립, 
정책지원 등 실무 활용가능
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구분하였다. 이러한 분류 체계는 분석기법 간 유사성을 최소화하고, 각 연구 방법이 유망기술 
예측 프로세스 내에서 담당하는 역할적 차이를 명확히 하는 것을 목표로 한다.

<표3 PATC 프레임워크>

축 세부분류 연계 대표연구방법명

P – Preprocessing & 
Representation
(Data: 원시 특허 
데이터를 분석 가능한 
표현으로 변환)

P-TXT
(텍스트 처리)

Keyword Term Extraction, N-gram Linguistic Analysis, 
Natural Language Processing Techniques, Term 
Frequency Analysis, Text Processing Mining, Topic 
Modeling - Latent Methods, Topic Modeling - 
Advanced Methods,

P-VEC
(임베딩 분석)

Transformer-based Language Models, Word 
Embedding Vector Methods

P-CODE
(분류코드 분석)

Patent-Specific Classification Analysis

P-SEMT
(의미기반 분석)

Co-occurrence Word Network Analysis, Knowledge 
Graph Advanced Network, Semantic Analysis

P-REDU
(차원축소)

Dimensionality Reduction - Linear, Dimensionality 
Reduction - Nonlinear

A – Analysis Algorithms
(Information: 가공된 
데이터에 적용하는 핵심 
기법)

A-STAT
(통계 분석)

Regression - Advanced Models, Regression - 
Generalized Models, Regression - Linear Models, 
Statistical Hypothesis Testing, Statistical Methods, 
Technology Growth Diffusion Models, Time Series 
Analysis Forecasting

A-NET
(네트워크 분석)

 Bibliometric Network Analysis, Citation Network 
Analysis, Network Centrality Structure Analysis, 
Network Community Modularity Analysis, Social 
Network Analysis

A-ML
(머신러닝)

Ensemble Learning Techniques, Traditional Machine 
Learning, Tree-based Ensemble Methods

A-DL
(딥러닝)

Deep Learning Neural Networks

A-CLST
(군집화 분석)

Clustering - Density Hierarchical, Clustering - General 
Text, Clustering - Partitioning Methods, 
Self-Organizing Topographic Maps, Similarity Distance 
Metrics

T – Technology Insight
(Knowledge: 기술적 
의미 해석·분석 모델화

T-NEW
(신기술 )

Outlier Detection / Novelty Analysis

T-VAC
(공백기술)

Innovation Opportunity Analysis

T-LINK
(기술연계성)

Association Rule Mining Methods, Cross-Impact 
Convergence Analysis

T-IND
(기술경쟁력)

Patent Performance Quality Analysis

T-PATH
(기술경로)

Main Path Citation Flow Analysis



178지식재산연구 / Journal of Intellectual Property

Noh et al., 2025. Patent-Based Trend Analysis of Research on Promising Technologies: A PATC Framework Approach

4. 연구결과

4.1. 특허데이터 기반 유망기술 연구 논문 수 추이

<그림4>는 특허 데이터 기반의 유망기술 연구에 관한 논문 268건에 대한 출판연도별 동향을 
나타낸다. 초기에는 관련 연구가 미미하였으나, 2015년을 기점으로 논문 수가 급격히 증가하는 
추세를 보이고 있다. 특히 2021년 이후에는 매년 25편 이상의 논문이 발표되어 특허 기반의 기
술 분석에 대한 학술적 관심이 증대되고 있는 것으로 판단된다.

<그림4 연도별 논문 수> 

<표4 시기별 논문 수 및 비중>

시기 논문 수 비중(%)

1기(2004-2011) 20 7.46

2기(2012-2017) 60 22.38

3기(2018-2024) 188 70.15

 
이를 본 연구의 분석기준 시기에 맞춰 비중과 함께 표로 나타나면 <표4>와 같다. 1기는 통계

분석이 주를 이루던 시기로 관련 연구의 수가 상대적으로 낮은 비중을 나타내고 있으며 특허 기
반 데이터를 단순 통계와 네트워크 지표를 통해 구조적으로 파악하는 초기 단계의 접근이 중심
이었다. 2기에는 특허텍스트에 대한 정량적 분석이 본격적으로 확산되는 시기로, 머신러닝 등 
기계학습적 방법이 결합되면서 특허 데이터로부터 의미 있는 그룹화와 패턴 발견을 시도하는 

C – Context to Action
(Wisdom : 결과의 
의도된 사용 및 전략실행)

C-DESC
(기술조망)

Patent Trend Landscape Analysis, Technology 
Assessment Forecasting

C-MAP
(기술기회포착)

Technology Opportunity Mapping

C-DECIS
(의사결정지원)

Expert-Based Research Methods, Multi-Criteria 
Decision Analysis, Simulation-based Analysis, 
Weighting Scoring Methods

C-PLAN
(기술로드맵)

Technology Management Roadmapping

Visualization 
(시각화 도구)

V-VMT
(시각화)

Visualization Mapping Techniques
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연구가 활발히 전개되었고 이로 인한 연구의 확산이 나타났다. 3기에는 토픽 모델링 등 분석기
법이 본격적으로 확산되고, Transformer 기반의 언어 모델과 최신 자연어처리 기법의 발전과 
맞물려 단순 기술동향 파악을 넘어 전략적인 기술 인사이트 도출에 관한 연구가 본격화한 것으
로 이해할 수 있다. 

4.2. PATC 대분류 기준 분석

  분석대상 논문 268편의 연구 방법을 본 연구의 분석 프레임워크인 PATC 프레임워크에 맞
춰 매핑하고, 시기별 연구 방법의 변화를 살펴보면 <표5>와 <그림5>와 같다.

<표5 PATC 대분류 기준 시기별 논문 수> 

시기  P 논문 수 A 논문 수 T 논문 수 C 논문 수

1기(2004–2011) 8 17 4 9

2기(2012–2017) 36 54 20 29

3기(2018–2024) 129 156 59 74

<그림5 PATC 대분류기준 시기별 연구 방법 추세>

 
분석 결과, PATC 프레임워크의 대분류 축인 P(Preprocessing & Representation), 

A(Analysis Algorithms), T(Technology Insight), C(Context-to-action)의 활용 양상은 세 
시기를 거치며 뚜렷한 변화를 보였다.

1기(2004–2011)에서는 A와 C의 활용 비중이 상대적으로 높게 나타났으며, 이는 특허데이터
의 전처리를 통한 다양한 해석보다는 소량의 데이터를 특정한 목적에 맞추어 알고리즘으로 분
석하고, 그 결과를 활용한 것을 의미한다. 이 시기에는 특허 데이터에 대한 전처리(P)가 단순 키
워드 추출에 머물러 있었으며, 분석 결과 역시 산업·기술 동향 파악 수준에 국한되었다.

2기(2012–2017)에는 P와 A가 모두 큰 폭으로 증가하였다. 특히 텍스트 마이닝과 임베딩 기
법의 활용이 확산되면서, 데이터 표현 단계에서의 고도화가 이루어졌다. 동시에 머신러닝 기반 
분석과 군집화 기법이 보편화되어, 특허 데이터를 통한 구조적 패턴 발견과 예측이 연구의 주요 
흐름으로 자리 잡은 것으로 파악된다.

3기(2018–2024)에 들어서는 P와 A가 압도적으로 증가하였으며, T와 C 역시 꾸준히 성장세
를 보였다. 특히, 트랜스포머 기반 언어모델을 활용한 고도화된 전처리와 토픽 모델링 및 딥러
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닝 기반 분석이 확산되는 것으로 분석된다. 이 시기 연구는 단순 동향 분석을 넘어 정책적·산업
적 의사결정 지원을 목표로 하면서, 전략적 인사이트 도출 관련 연구 방법의 사용이 증가하고 
있음을 확인할 수 있다.

종합적으로, PATC 대분류 기준에서 ‘P(전처리·표현)’와 ‘A(분석)’의 급격한 확대는 연구 방
법론의 기술적 성숙을 반영하며, T(기술통찰)와 C(전략적 활용)의 동반 성장은 연구 결과가 학
문적 차원을 넘어 실제 기술 전략과 정책 결정 과정에 기여에 관한 연구가 증가하고 있음을 보
여준다.

4.3. PATC 세부분류 기준 분석

시기별 연구 방법의 변화와 추세를 상세적으로 분석하기 위해서 PATC 분석 프레임워크의 
20개 세부 분류(Sub-category) 기준에 따라, 시기별로 연구 방법이 논문에서 사용한 횟수와 
기간별 비중을 분석하면 <표6>과 같고 이를 히트맵으로 나타내면 <그림6>과 같다. 각 시기별 
연구는 데이터 전처리, 분석 알고리즘, 기술 인사이트, 실행 맥락으로 이어지는 PATC 과정에
서 시기별 특징 및 발전 경향을 나타내었다.

<표6 PATC 세부분류 기준 시기별 논문 비중 및 논문 수>

PATC 세부분류
 1기(2004-2011) 2기(2012-2017) 3기(2018-2024) 

비중(%) 논문수 비중(%) 논문수 비중(%) 논문수

P-TXT 7.41% 4 13.97% 25 15.56% 94

P-SEMT 5.56% 3 2.79% 5 6.95% 42

P-CODE 5.56% 3 5.59% 10 4.30% 26

P-REDU 1.85% 1 4.47% 8 3.48% 21

P-VEC 0.00% 0 1.12% 2 2.81% 17

A-STAT 18.52% 10 15.08% 27 13.41% 81

A-NET 22.22% 12 14.53% 26 11.59% 70

A-CLST 7.41% 4 10.06% 18 8.77% 53

A-ML 0.00% 0 1.68% 3 2.98% 18

A-DL 0.00% 0 0.56% 1 1.32% 8

T-IND 7.41% 4 7.26% 13 6.62% 40

T-LINK 0.00% 0 2.79% 5 2.48% 15

T-PATH 0.00% 0 0.56% 1 1.16% 7

T-NEW 0.00% 0 0.56% 1 0.66% 4

T-VAC 0.00% 0 0.56% 1 0.50% 3

C-DESC 11.11% 6 5.03% 9 5.30% 32

C-DECIS 7.41% 4 6.70% 12 4.30% 26

C-MAP 3.70% 2 5.59% 10 4.14% 25

C-PLAN 0.00% 0 0.00% 0 2.48% 15

V-VMT 1.85% 1 1.12% 2 1.16% 7
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<그림6 PATC 세부분류 시기별 논문 비중, 히트맵>

1기(2004-2011)는 A-NET(네트워크, 22.2%)과 A-STAT(통계, 18.5%)이 가장 높은 비중을 
차지하였으며, 이는 통계적 기법과 네트워크 분석에 기초한 연구가 해당 시기 특허 분석의 주류
를 이루었음을 보여준다. 또한 C-DESC(기술조망, 11.1%)와 T-IND(기술경쟁력, 7.4%)가 상
대적으로 높은 비중을 차지하여, 연구가 주로 기술 현황 설명과 기술 동향 파악에 집중되었음을 
확인할 수 있다.

반면, 데이터 전처리(P) 관련 기법은 P-TXT(텍스트처리, 7.4%)와 P-SEMT(의미기반, 
5.6%) 및 P-CODE(분류, 5.6%)가 주로 사용되고, 텍스트 마이닝이나 임베딩과 같은 고도화된 
표현 기법은 아직 본격적으로 도입되지 않은 초기 단계였음을 시사한다.

2기(2012–2017)에는 여전히 A-STAT(통계, 15.1%)과 A-NET(네트워크, 14.5%)이 주요 분
석 방법으로 활용되었으나, P-TXT(텍스트처리, 14.0%)와 A-CLST(군집화, 10.1%)의 비중이 
증가하면서, 텍스트 마이닝과 군집화 기반 분석이 본격화되었다. 동시에 A-ML(머신러닝, 
1.7%)과 P-VEC(임베딩, 1.1%)이 등장하여 임베딩 기반 기법과 머신러닝 연구 방법의 초기 적
용이 확인되었다. 이 시기 연구는 단순한 기술 설명을 넘어, 특허 데이터의 구조적 패턴 발견과 
그룹화에 초점이 맞추어졌다. C-MAP(기술기회, 5.6%)과 같은 지표 기반 분석의 확대는 분석 
결과를 다양한 지표를 활용하여 기술에 대한 경쟁력을 분석하려는 시도가 강화되었음을 보여
준다.

3기(2018–2024)는 PATC 세부 분류 전반에서 새로운 전환점을 보여준다. P-TXT(텍스트처
리, 15.6%)와 함께 P-SEMT(의미기반, 6.9%) 및 P-VEC(임베딩, 2.8%) 의 비중이 증가하여, 
전처리 단계에서 트랜스포머 기반 임베딩 및 의미기반  분석이 본격적으로 도입되었음을 알 수 
있다. 분석 알고리즘 측면에서는 A-STAT(통계, 13.4%)과 A-NET(네트워크, 11.7%)이 여전
히 중요한 역할을 유지하는 가운데, A-ML(머신러닝, 3.0%)과 A-DL(딥러닝, 1.3%)이 새로운 
연구 패러다임에 맞춰 성장하고 있다. 또한 C-PLAN(기술로드맵, 2.5%)의 증가는 연구 결과가 
단순 동향 분석에 머무르지 않고 정책 수립과 기업 전략으로의 전환(Context-to-action)에 기
여하기 시작했음을 보여준다. 더불어 2기에 이어 T-IND(기술경쟁력, 6.6%)와 T-LINK(기술연
계)(2.6%)는 신기술 탐지 및 기술경쟁력 분석 등 기술 인사이트에 비중이 유지되고 있고 관련 
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연구에 대한 수요가 꾸준함을 설명한다.
종합적으로, PATC 세부분류의 시기별 변화는 초기(1기)에는 통계·네트워크 기반 탐색 연구 

→ 중기(2기)에는 텍스트 마이닝과 군집화의 확산 → 최근(3기)에는 딥러닝·트랜스포머 기반 전
처리와 전략적 실행으로의 전환이라는 일련의 진화 경로를 보여준다. 이는 특허 기반 기술 분석 
연구가 단순한 기술 동향 파악을 넘어, 기술 인사이트와 정책적 실행을 지원하는 전략적 지식 
인프라로 발전해가고 있음을 의미한다.

4.4. 핵심 연구 방법 기준 분석

<표7 연구 방법 Top 10>

대표연구방법명 논문 수
1기

(2004-2011)
2기

(2012-2017)
3기

(2018-2024)

Text Processing Mining 67 3 18 46

Patent Performance Quality Analysis 57 4 13 40

Bibliometric Network Analysis 56 5 16 35

Statistical Methods 48 6 13 29

Patent Trend Landscape Analysis 44 6 8 30

Technology Growth Diffusion Models 44 2 10 32

Clustering - Partitioning Methods 43 1 13 29

Patent-Specific Classification 39 3 10 26

Topic Modeling - Latent Methods 37 0 2 35

Technology Opportunity Mapping 35 2 10 23

<그림7 Top 10 연구 방법의 연도별 논문 사용 건수 추이>

<표7>, <그림7>은 연구 방법의 세부적인 변화와 추세를 분석하기 위해서 본 연구에서 범주화
한 대표 연구 방법을 기준으로 상위 10개의 연구 방법을 추출하고 시기별 변화 추이를 분석한 
것이다. 이를 통해 분석기법의 도입 시기, 연구기법의 확산 양상 및 활용도 변화 등 시기별 특징
을 확인하였다.

데이터 과학 및 분석기술의 발전 흐름을 반영한 시기별 상위 연구 방법의 변화 양상을 보면 다
음과 같은 특징이 도출된다.

우선, Text Processing Mining과 Patent Performance Quality Analysis는 세 시기 모두
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에서 가장 활용도가 높은 기법으로 나타났다. 이들은 키워드 및 텍스트 기반 정보 추출, 특허 인
용과 같은 정량 지표의 분석을 통해 기술의 외연과 질적 가치를 측정하는 데 핵심적인 역할을 
해왔다. 특히 최근에는 텍스트 임베딩 및 정교한 성능 지표 통합을 통해 전략 기술군을 도출하
는 데 중요한 분석 프레임으로 활용되고 있다.

Bibliometric Network Analysis는 기술 및 학술 간 관계 구조를 파악하기 위한 기법으로, 
초기에는 단순한 인용망 분석 중심이었으나, 이후 중심성 분석, 커뮤니티 탐지, 기술 지식 흐름 
추적(Main Path Analysis) 등으로 고도화되며, 전략적 기술맵을 구축하는 도구로 꾸준하게 활
용되고 있다.

Clustering 및 Topic Modeling 기법은 2기 이후 빠르게 확산되었으며, 특히 최근에는 
BERT 기반 시맨틱 임베딩을 활용한 고차원 텍스트 군집화 방식으로 진화하고 있다. 이러한 기
법들은 기술 간 유사성 기반 구조를 명확히 하고, 숨겨진 기술 영역을 식별하는 데 탁월한 성능
을 보이며, 기술의 클러스터링 및 융합 탐색에 필수적인 도구로 활용된다.

Patent Trend Landscape Analysis와 Technology Growth Diffusion Models 및 
Technology Opportunity Mapping은 3기에서 그 활용도가 급격히 상승한 기법이다. 이는 특
허를 통한 기술을 조망하고, 단순한 기술 추적을 넘어 기술 수명주기 예측 및 잠재 기술 식별을 
위한 전략 분석 도구로 이들의 중요성이 확대되고 있음을 시사한다.

Statistical Methods와 Patent-Specific Classification은 초기부터 존재하던 분석 기법들
이며, 최근에는 머신러닝 기법과 통합되어 예측 정확도를 높이기 위한 기반 기술로 지속 활용되
고 있다.

이상의 결과는 유망기술 예측 연구에서 분석 기법이 단순 통계적 방법에서 시작하여, 네트워
크 분석, 군집화 분석 등의 활용이 증가하며, 전략적 통찰 도출로 점진적으로 진화하고 있음을 
실증적으로 보여준다. 하지만, 사용 빈도가 높은 Top 10 연구 방법의 경우 최근 연구 방법으로 
중요하게 부상하고 있는 워드 임베딩, 딥러닝 및 트랜스포머 기반의 언어모델을 활용한 연구 방
법의 동향 분석이 누락되어, 이를 보완하고자 워드 임베딩 기법(Word Embedding Vector 
Methods), 딥러닝 신경망 기법(Deep Learning Neural Networks), 트랜스포머 기반 언어모
델 기법(Transformer-based Language Models)의 연구 방법 사용에 대해 별도 분석을 수행
하여 최신 AI기반 연구 방법의 연도별 활용 추세를 살펴봄으로써, 최근 연구 지형에서의 연구 
기법에 관한 기술적 변화를 조망하였고 결과는 <그림8>과 같다.

<그림8 AI기반 연구 방법의 시기별 논문 수>

 
분석 결과, 워드 임베딩 기법은 2013년에 Word2Vec의 공개된 시기와 맞물려 2013년부터 
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연구 방법으로 사용된 바 있으며, Word2Vec, GloVe와 같은 워드 임베딩 기법을 중심으로 기
술 분석에 활용되었다. 2020년 이후에는 임베딩 기법이 다시 증가세를 보이고 있으며, 이는 
BERT와 같은 언어모델에 필요한 하위 표현 방식으로써 임베딩이 의미기반의 전략적 분석 과정
에 필수적인 구성요소로 자리매김하고 있음을 의미한다. 딥러닝 신경망 기법은 2017년부터 등
장하여 점차 활용이 증가하였다. 초기에는 이미지 분석이나 단순 분류 중심으로 제한적으로 적
용되었으나, 최근에는 특허 텍스트 분석과 성능 예측 모형에도 적극적으로 활용되며, 기존 통계 
및 머신러닝 기반 분석과의 융합 경향을 보인다. 한편, 트랜스포머 기반 언어모델은 2018년 
BERT의 출현과 함께 본격적으로 학계 및 산업계에 확산되기 시작하였으나, 본 연구의 분석에
서 해당 기법은 2022부터 활용이 측정되며, 2024년에는 급격한 증가세를 나타냈다. 이는 특허 
데이터를 포함한 대규모 비정형 텍스트 분석에 있어 언어모델 기반 접근법이 부상하고 있음을 
시사한다.

이상의 결과는 AI 기반 기법이 기존의 전통적 연구 방법을 대체하기보다는, 보완적·융합적 성
격으로 연구 현장에 확산되고 있음을 보여준다. 즉, 통계·네트워크·클러스터링과 같은 기존 연
구 방법이 여전히 분석의 뼈대를 제공하는 한편, 딥러닝과 트랜스포머와 같은 최신 AI 기법이 
결합되면서 분석의 정밀도와 전략적 해석력이 점차 강화되고 있는 것으로 판단된다. 

이러한 융합적 추세는 향후 유망기술 예측 연구의 방법론적 패러다임이 “전통적인 연구 방법 
+ AI 기반 심층 분석”의 복합적인 연구 방법 적용으로 자리잡아 갈 가능성을 강하게 시사한다.

  

4.5. 전통적 연구 방법 vs 최신 연구 방법의 확장성 비교

4.4에서 분석한 결과를 바탕으로 예측한 향후 연구 방법론의 패러다임이 “전통 기법
(Coventional Methods)과 AI 기반의 최신 기법(Advenced Methods)”의 결합된 복합적인 연
구 방법으로 변화 가능성을 구체적으로 확인하고자, PATC 세부 분류와의 <그림9>의 히트맵 
분석 결과, AI 기반 연구 방법들은 고유한 분류 범주(A-DL, P-VEC)에 국한되지 않고, 다양한 
전통적 PATC 세부분류와 결합하여 활용되는 경향을 보였다.

<그림9 AI기반 연구 방법과 PAC-ACT 세부분류 연관성 히트맵>

워드 임베딩(Word Embedding Vector Methods)은 고유 영역인 P-VEC(벡터 임베딩)을 제
외하면, P-TXT(텍스트처리), A-CLST(군집화), A-NET(네트워크), A-ML(머신러닝), 
C-DECIS(의사결정지원), T-IND(기술경쟁력) 등 다양한 범주와 함께 나타났다. 특히 의사결정 
및 기술산업 지표와의 결합은, 임베딩 기법이 단순 언어 표현 학습을 넘어 전략적 인사이트 도
출 도구로 확장되고 있음을 보여준다. 

딥러닝 신경망(Deep Learning Neural Networks)은 고유 영역인 A-DL(딥러닝)을 제외하
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면, P-VEC(임베딩), P-TXT(텍스트처리), A-CLST(군집화), A-NET(네트워크), T-IND(기술
경쟁력)와 결합되는 사례가 확인되었다. 이는 딥러닝이 단독 분석 도구로 사용되기보다, 기존 
클러스터링 및 네트워크 기법을 보완하는 역할로 활용되고 있음을 시사한다.

트랜스포머 기반 언어모델(Transformer-based Language Models)은 고유 영역인 
P-VEC을 제외하면, P-TXT(텍스트처리), A-CLST(군집화분석), A-DL(딥러닝), A-STAT(통
계분석), A-NET(네트워크 분석)과 결합되는 양상이 두드러졌다. 이는 트랜스포머 모델을 이용
한 연구 방법 또한 특정 분석 단계에 국한되지 않고, 텍스트 처리·통계·네트워크·군집 분석 등 
기존 방법론 전반을 심층․보완하는 분석 도구로 활용되고 있음을 보여준다.

다음으로는 전통적인 연구 방법만을 사용한 논문들과 AI기반 최신 연구 방법들을 사용한 논
문들을 PATC 세부 분류기준으로 나누어 연구 방법의 확장성을 살펴보았다. PATC 세부 분류
에서 P-VEC(임베딩),  A-ML(머신러닝), A-DL(딥러닝)을 최신 연구 방법으로 정의하고 이러
한 연구 방법이 전통적인 연구 방법들과 복합적으로 쓰인 논문(Conventional Methods Label 
Only, 이하 CML Only)와 최신 연구 방법인 포함된 연구논문(Advanced Methods Label, 이
하 AML)로 나누어 해당 논문들의 연구 방법 다양성에 관한 분포도를 분석 하였다.

연구 방법의 확장성을 PATC 세부분류 다양성으로 측정한 결과는 <표8>과 <그림10>과 같
다. 전통적 연구 방법만을 활용한 논문(CML Only)과 최신 연구 방법(AML)을 포함한 그룹 사이
에 뚜렷한 차이가 확인되었다.

<표8 전통연구와 최신연구의 분류 수 분포 비교>

그룹 논문 수 평균분류 수* 중앙값 최대분류 수 표준편차*

전통연구(CML only) 225 3.00 3 6 1.04

최신연구(AML) 43 3.74 4 12 1.79

*소수점 셋째 자리에서 반올림하여 표시.

<그림10 전통연구와 최신연구의 분류 수 분포 비교(Box Plot)>

논문 수의 분포에서는 전통적 기법이 적용된 연구가 225편으로 다수를 차지하였으며, 최신 
기법이 포함된 연구는 43편으로 상대적으로 소수였다. 그러나 방법론 다양성 지표에서는 최신 
기법 포함 논문이 전통적 기법 논문을 전반적으로 상회하였다.

구체적으로, 평균 세부 분류 수는 전통 연구 그룹이 3개인 반면, 최신 연구 그룹은 3.74개로 
더 높은 수준을 보였다. 중앙값 역시 전통적 논문은 3개였으나 최신 기법 포함 논문은 4개로, 방
법론 조합이 보다 복합적인 양상을 나타냈다. 최대 세부분류 수에서도 전통 연구 그룹이 6개에 
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그친 반면, 최신 연구 그룹은 12개에 달해, 일부 최신 연구 그룹은 매우 다양한 분석기법을 동시
에 활용하고 있음을 보여주었다. 마지막으로 표준편차는 전통연구 그룹에서 1.04였던 것에 비
해 최신연구 그룹은 1.79로 더 크게 나타나, 최신 기법이 포함된 연구에서 방법론적 다양성의 
분산이 크다는 점도 확인되었다.

추가적으로 시기별 연구 방법의 다양성과 확정성을 분석하기 위해 PATC 세부 분류 개수로 
측정하여 비교한 결과 <표9>와 <그림11>과 같은 결과가 도출되었다.

<표9 시기별 전통연구와 최신연구의 분류 수 분포 비교>

기간
전통연구
논문 수

전통연구
평균*

전통연구
중앙값

전통연구
최대

전통연구
표준편차*

최신연구
논문 수

최신연구
평균*

최신연구
중앙값*

최신연구
최대

최신연구
표준편차*

1기 20 2.70 3 4 0.73 - - - - -

2기 54 2.91 3 6 1.07 6 3.67 3.50 5 0.82

3기 151 3.08 3 6 1.06 37 3.76 4.00 12 1.91

*소수점 셋째 자리에서 반올림하여 표시.

<그림11 시기별 전통연구와 최신연구의 분류 수 분포 비교(Box Plot)>

1기(2004–2011)에서는 해당 시기에 현재와 같은 AI기술이 출현하지 않은 시기로, 최신 연구 
방법의 논문이 존재하지 않았으며, 이는 해당 시기 전통적인 연구 방법론을 중심으로 유망기술 
연구가 이루어진 것이 확인된다.

2기(2012–2017)에 들어서면서 최신 연구 방법이 적용된 논문이 출현하기 시작하여 6편에 이
르렀고, 평균 세부분류 수(3.67)가 전통연구 그룹(2.91)을 상회하였고 최대 세부 분류는 5개로 
전통연구 그룹 6개와 비슷하였다. 최신 연구 방법이 전통적 기법과 결합되어 보다 복합적인 분
석 틀을 구성하기 시작했음을 보여준다. 이는 Word2Vec을 활용하고 LDA와 같은 토픽모델링 
기법에 키워드 뿐만아니라 임베딩 데이터를 사용되기 시작한 시기로 최신 연구 방법과의 복합
적인 연구 방법의 적용이 시작된 시기로 볼 수 있다.

3기에서는 최신 연구 그룹 논문 수가 크게 증가하여 37편에 달했으며, 평균 세부 분류 수와 
중앙값 모두 전통적 논문을 상회하였다. 특히 최대 세부 분류 수는 12개에 이르러, 일부 연구에
서 매우 다양한 분석기법이 동시에 활용되는 다층적 프레임워크가 형성되고 있음을 보여준다. 
이는 단어 임베딩 기법과 더불어 BERT와 같은 트랜스포머 기반 언어모델을 비롯한 심층학습 
기법이 기존 분석 틀과 융합되며, 방법론적 확장성이 극대화된 결과로 해석할 수 있다. 이러한 
결과는 최신 연구 방법(P-VEC, A-ML, A-DL)의 도입이 단순히 새로운 분석기법을 추가하는 
수준에 머무르지 않고, 기존 전통적 기법과의 복합적 결합을 촉진하여 분석의 확장성과 다층성
을 강화하고 있음을 의미한다. 따라서 향후 유망기술 예측 연구는 전통적 기법 단독 활용에서 
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벗어나, 전통 기법과 AI 기반 최신 기법이 상호 보완적으로 작동하는 융합적 방법론 체계로 점
차 발전해 갈 가능성이 높다고 판단된다.

이와 관련하여, Zhou et al. (2021)은 전통적 특허 계량지표(인용·패밀리·청구항 등 11개)를 
기반으로, 딥러닝(Deep Neural Network) 모델을 활용하여 기술적·사회적 영향력 간의 관계
를 학습함으로써 대규모 이상특허(Outlier Patent)에서 유망기술을 조기 식별하는 프레임워크
를 제시하였다.30) 또한 Kim and Sohn (2020)은 특허의 IPC, 인용, 출원인 등 전통적 계량지표
를 기반으로 하되, 딥러닝 기반 의미분석(Word2Vec/Doc2Vec)을 통해 기술 간 의미적 유사도
를 계산하고 이를 머신러닝(Random Forest 등)에 결합하여 신규 기술 융합을 예측하였다. 이
는 특허의 정량적 가치와 텍스트 의미 정보를 동시에 활용한 전통 + AI 융합형 방법론으로, 기술 
예측 분석에서 두 접근법의 보완적 활용을 실증적으로 보여준다.31)

이러한 결과를 종합하면 AI 기반 연구 방법이 독자적으로 기존 방법론을 대체해 나가는 것이 
아니라, 전통적인 연구 방법들과의 결합을 통해 분석의 심층화와 전략적 해석력을 강화하는 방
식으로 자리 잡아가고 있음을 확인할 수 있다. 

4.6. 네트워크 분석을 통한 연구동향 분석

본 연구는 각 논문에 부여된 PATC 세부 분류를 노드로 하여 공출현(Co-occurrence) 패턴
을 분석하고, 네트워크 기반 중심성 지표인 가중 연결 중심성(Weighted Degree Centrality)을 
적용하여 핵심 연구 방법을 도출하였다. 이 지표는 각 연구 방법이 다른 연구 방법들과 얼마나 
자주 결합 되었는지를 가중치로 반영함으로써, 연구 방법 간의 상호연계성 및 통합적 활용 수준
을 정량적으로 평가한다.

<그림12 가중연결중심성(Weighted Degree Centrality) 공식>

   ∈ •   : 노드 의 Weighted Degree Centrality

•   : 노드 와 연결된 모든 이웃 노드 집합

•  : 노드 와 이웃 노드 간의 간선 가중치(weight)

분석 결과는 <그림13>, <표10>과 같다. 

30) Yuan Zhou et al., “A deep learning framework to early identify emerging technologies in 
large-scale outlier patents: An empirical study of CNC machine tool”, Scientometrics, Vol.126 
No.2(2021), pp. 969-994.

31) Tae San Kim & So Young Sohn, “Machine-learning-based deep semantic analysis approach for 
forecasting new technology convergence”, Technological Forecasting and Social Change, 
Vol.157(2020), Article No. 120095.
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<그림13 PATC 세부분류 공출현 네트워크(가중연결중심성)>

P-TXT(텍스트처리)는 전체 중심성 값 323로 최상위를 기록하며, 다양한 PATC 분석 프레임
워크에서 가장 빈번하게 활용된 중심 기법으로 나타났다. 이는 유망기술 예측 분야에서 특허 데
이터를 텍스트 수준에서 구조화하고 해석하는 작업이 핵심적인 역할을 하고 있음을 시사한다.

다음으로, A-STAT(통계), A-NET(네트워크), A-CLST(군집화) 등 전통적인 데이터 마이닝 
기법이 상위권을 차지하였으며, 이들은 각각 254, 236, 201의 중심성을 보여 다양한 기법들과 
결합되어 복합적으로 활용되고 있는 것으로 분석된다.

<표10 PATC 세부분류 공출현 네트워크-가중연결중심성 상위분류>

PATC 세부분류 가중 연결 중심성 해석

P-TXT 323
텍스트 처리 방법이 가장 많은 논문에서 다양한 연구 방법과 
함께 활용됨

A-STAT 254 통계 분석은 핵심 허브 역할 수행

A-NET 236 네트워크 분석은 특허분석의 핵심 기법

A-CLST 201 군집 분석은 강력한 보조 허브

P-SEMT 159 의미기반 분석은 최근 연구에서 활용성 증가

T-IND 148 기술 경쟁력 분석을 위해 다양한 연구 방법과 결합

C-DECIS 116
기술 해석 및 전략수립에서 통합적으로 활용

C-DESC 113

C-MAP 108 기술 기회 식별 및 포지셔닝 분석 수행

P-CODE 101 분류기반의 공통된 기준으로 활용

한편, P-SEMT(의미기반), T-IND(기술경쟁력) 등의 기법은 약 150 정도의 중심성을 기록하
며 중간 수준의 연결성을 가지는 것으로 나타났다. 이는 특정 목적(예: 의미 분석, 영향도 측정)
에 특화된 기법들이 중심 분석 방법과 결합되어 활용됨을 나타낸다.
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C-DECIS(의사결정지원)와 C-DESC(기술조망)가 각각 116, 113의 중심성을 나타내며, 전통
적인 기술 해석 및 전략 수립 과정에서 지속적으로 다양한 분석기법과 함께 통합적으로 활용되
고 있음을 보여준다. 특히 C-DESC(기술조망)는 특허 텍스트 기반의 기술 개념 구조화를 통해 
후속 분석에 필요한 정보를 생성하고 의사결정을 지원하는 데 중요한 역할을 하고 있다. 
C-MAP(기술기회)은 텍스트 분석, 클러스터링, 산업지표, 시맨틱 분석과의 결합을 통해, 단순 
시각화가 아닌 기술 기회 식별 및 포지셔닝의 역할을 수행하고, P-CODE(분류코드)는 IPC 등 
분류체계를 기반으로 기술 영역을 정량적으로 구분하는 기법으로 이는 다양한 기술 분야를 아
우르는 분석에서 공통된 기준으로서 활용되며, 분석의 일관성과 비교 가능성을 높이는 기능을 
수행함을 의미한다.

이러한 결과는 유망기술 예측 연구가 점차적으로 텍스트 기반 정량분석 + 전통적 통계 및 네
트워크 기법 중심으로 구조화되고 있으며, 일부 의미 기반 해석과 영향력 중심 기법이 그 구조
를 보완하는 방향으로 발전하고 있음을 시사한다. 특히 중심성이 높은 기법일수록 다른 기법과 
복합적으로 사용되는 경향이 강하게 나타남을 확인할 수 있다.

추가적으로 PATC 세부 분류간의 공출현 네트워크에서 매개중심성(Betweenness 
Centrality)을 활용하여 각 세부 분류가 네트워크 내에서 수행하는 중개자(Bridge)로서의 역할
을 분석하였다. 매개중심성은 네트워크 분석에서 노드가 전체 그래프 내 최단 경로의 중간 지점
으로 등장하는 빈도를 측정하는 지표이다. 이 값이 높을수록, 해당 노드는 다양한 노드 간의 정
보 흐름을 중개하거나, 중요한 연결 통로 역할을 수행한다고 간주된다.

<그림14 매개중심성(Betweenness Centrality) 공식>

   ≠ ≠ 
   •   : 노드 의 Betweenness Centrality

•  : 노드 와  사이의 모든 최단 경로 수

•     : 그 중 노드 를 경유하는 최단 경로 수

분석 결과는 <그림15>, <표11>과 같다. T-NEW(신기술), T-VAC(기술공백) 같은 기술 탐색 
및 기회 분석 계열 세부분류들이 높은 값을 나타내며, 네트워크 내 지식 흐름의 핵심 경로를 연
결하는 중간 다리로 기능하고 있음을 보여주었다. 특히, T-NEW(신기술)는 전체 네트워크에서 
가장 높은 매개 중심성을 기록하며, 다양한 기술 전략 및 예측 기반 분석 사이에서 관계 연결의 
핵심 역할을 수행하는 것으로 나타났다.
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<그림15 PATC 세부분류 공출현 네트워크(매개중심성)>

<표11 PATC 세부분류 공출현 네트워크-매개중심성 상위분류>

PATC 세부분류 매개중심성* 해석

T-NEW 0.284 새로운 기술 탐지방법으로 다양한 연구방법 사이에서 핵심 중개 역할

T-VAC 0.192 기술 공백 탐지방법으로 중심 중개자 

P-REDU 0.139 텍스트 처리–분석–예측 간 중개자 역할

A-CLST 0.099 군집분석으로 핵심기법들과 연계성 높음

A-DL 0.091 딥러닝 방법으로 최신 연구 방법과 전통연구 방법 간의 중개역할

C-DESC 0.053 다양한 분석방법간의 중간 노드 역할

P-VEC 0.034 임베딩 방법으로 NLP 기반 분석에서 핵심 중개 역할

T-PATH 0.033 기술 경로분석으로 특허와 기술 조망에 있어 중개 역할

V-VMT 0.025 시각화 방법으로 보조적․제한적 연계

T-IND 0.022 기술 지표 분석으로 중개 역할은 제한적

*소수점 넷째 자리에서 반올림하여 표시.

P-REDU(차원축소)는 기술 예측을 위한 특허 데이터 전처리 과정에서 핵심 필터링 기술로 자
주 활용되며, 이는 분석 프레임워크의 다양한 단계(C단계의 기술 분류, A단계의 기법 적용 등)
와 폭넓게 연계되어 사용되고 있다. 실제로 P-REDU(차원축소)는 P-TXT(텍스트처리), 
A-CLST(군집화), A-STAT(통계) 등의 주요 연구 방법과 함께 다수의 경로상에서 중심적으로 
위치하여, 다양한 분석 방법을 연결하는 정보 흐름의 경유지로 기능하고 있다.

A-CLST(군집화)는 A-STAT(통계), P-VEC(임베딩), A-DL(딥러닝) 등과도 연결되며, 기법 
간 중개역할을 수행함으로써 분석방법론의 확장성과 상호운용성 측면에서 중요한 위치를 차지
하고 있다.

반면, 최신 연구 방법들인 A-DL(딥러닝), P-VEC(임베딩) 등 AI 기반 분석기법들은 비록 전
체 네트워크에서는 상대적으로 낮은 연결성을 보이지만, 전통 분석기법과의 복합적 연계에서 
중요한 경로상의 연결 고리로 성장하고 있는 것으로 해석된다. 이러한 결과는 유망기술 예측 연
구가 기존의 통계·클러스터링 기반 분석을 중심으로 구축된 구조 위에, AI 기반 분석기법이 점
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진적으로 확산되며 네트워크 내 중요성을 확대하고 있는 전환기적 특성을 보여준다.
결론적으로, 매개중심성 분석을 통해 기술 예측 분석에서의 중심 세부 분류뿐 아니라, 관계적 

연결성과 전략적 위치 측면에서의 중요 분석기법을 도출할 수 있었으며, 이는 향후 분석방법론 
간 상호작용을 기반으로 어떤 연구 방법이 더 많이 사용되고 연계될 가능성이 높은지에 대한 중
요한 시사점을 제공한다.

5. 결론 및 제언

5.1. 결론

본 연구는 2004년부터 2024년까지 20년간 Web of Science에 수록된 268편의 특허데이터 
기반 유망기술 연구 논문을 대상으로, 기존의 과학지도(Science mapping) 또는 서지계량 분
석이 주로 연구 주제 간 관계구조에 초점을 맞춘 반면, 연구 방법론 자체의 진화 양상을 계량적
으로 실증하기 위해 PATC 분석 프레임워크를 제안하고 이를 적용하였다. 분석 결과를 통해 도
출된 주요 결론은 다음과 같다.

첫째, 특허 기반 유망기술 연구의 양적·질적 성장
특허 데이터 기반 유망기술 연구는 2015년을 기점으로 급격한 성장세를 보였으며, 특히 3기

(2018-2024)에는 전체 논문의 약 70%에 해당하는 188편이 발표되어 해당 분야에 대한 학술적 
관심이 크게 증대되었음을 확인하였다. 이는 4차 산업혁명, 디지털 전환, 기후위기 대응 등 급
변하는 기술 환경에서 유망기술 조기 식별의 중요성이 부각된 결과로 해석된다.

둘째, 연구 방법론의 진화적 발전 패턴
PATC 프레임워크 제안 및 이를 활용한 분석을 통해 연구 방법론이 3단계의 진화적 발전 패

턴을 보임을 실증적으로 확인하였다. 1기(2004-2011)는 통계분석 중심의 탐색적 연구 단계로 
A-NET(네트워크)과 A-STAT(통계)이 주도하였으며, 2기(2012-2017)는 본격적인 텍스트처
리 방법의 발전 단계로 P-TXT(텍스트처리)와 A-CLST(군집화)의 활용이 이전 시기보다 확산
되었다. 3기(2018-2024)는 딥러닝·트랜스포머 기반 전략적 인사이트 도출 단계로 A-ML(머신
러닝), P-VEC(임베딩), A-DL(딥러닝) 등 AI 기반 기법이 본격적으로 도입되었고, C-PLAN(기
술로드맵) 등 정책적 활용 연구가 증가하였다.

셋째, 연구 방법론의 허브(Hub)-브리지(Bridge) 구조 형성
네트워크 중심성 분석을 통해 특허 기반 유망기술 연구에서 연결 중심성에서는 P-TXT(텍스

트처리), A-STAT(통계), A-NET(네트워크)이 핵심 허브(Hub) 역할을 수행 하였고, 매개 중심
성에서는 T-NEW(신기술), T-VAC(공백기술), P-REDU(차원축소)가 서로 다른 연구 방법들을 
연결하는 브리지(Bridge) 역할을 담당하는 구조적 특성을 규명하였다. 이는 텍스트 처리와 통
계분석이 연구의 기반을 제공하는 한편, 신기술 탐지와 기술공백 분석이 다양한 방법론 간 융합
을 촉진하는 핵심 연결 고리로 기능함을 의미하고 향후 이러한 연계 중심성이 높은 연구 방법의 
활용․확산이 주목된다.

넷째, AI 기반 방법론의 융합적 확산
AI 기반 최신 연구 방법들이 기존 전통적 방법론을 대체하는 것이 아니라 융합적 결합을 통한 

확장성 강화 패턴을 보임을 확인하였다. 최신 기법을 포함한 논문의 평균 세부분류(3.74개)가 
전통적 기법만 활용한 논문(3개)보다 높게 나타났으며, 워드 임베딩, 딥러닝, 트랜스포머 기반 
언어모델이 다양한 세부 연구 방법들과 결합하여 활용되는 양상을 보였다. 이는 향후 연구 방법
론이 “전통적 기법 + AI 기반 심층 분석”의 복합적 패러다임으로 발전할 가능성을 시사한다.
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다섯째, 분석 프레임워크의 전략적 가치 확인
본 연구에서 제안한 PATC 프레임워크가 특허 기반 유망기술 연구의 방법론적 분류와 동향 

분석에 유효한 도구임을 입증하였다. Pre-processing & Representation(P), Analysis 
Algorithms(A), Technology Insight(T), Context to action(C)의 4차원 분류 체계를 통해 연
구 방법의 목적과 기능적 연계성을 체계적으로 규명할 수 있었으며, 이는 향후 관련 연구의 방
법론적 표준화에 기여할 수 있을 것으로 기대된다.

5.2. 제언

본 연구는 특허 기반 유망기술 연구 분야에서 다음과 같은 학술적 기여를 제공한다. 첫째, 방
법론적 메타분석을 통한 연구 지형 구조화이다. 기존 연구들이 개별 사례나 특정 기술 분야에 
국한되어 수행된 한계를 극복하고, 268편의 논문을 대상으로 한 체계적 분석을 통해 연구 방법
론의 진화 패턴과 구조적 특성을 규명하였다. 둘째, PATC 프레임워크의 개발과 검증을 통해 특
허 분석 연구 방법의 분류 및 평가를 위한 이론적 틀을 제시하였다. 셋째, 네트워크 기반 중심성 
분석의 적용을 통해 연구 방법 간 상호연계성과 융합 패턴을 정량적으로 분석하는 새로운 접근 
방식을 제안하였다.

실무적 관점에서 본 연구는 국가 R&D 전략 수립과 기업의 기술혁신 정책에 다음과 같은 시사
점을 제공한다. 첫째, 방법론적 다원화 전략의 필요성이다. 단일 연구 방법에 의존하기보다는 
P-TXT(텍스트처리), A-STAT(통계), A-NET(네트워크) 등 핵심 방법론을 중심으로 다양한 기
법을 융합적으로 활용하는 접근이 필요하다. 둘째, AI 기반 기법의 적극적 도입이다. 본 연구는 
시기별 연구 방법의 진화 경로(통계·네트워크 → 비지도학습·군집화 → 딥러닝·언어모델)를 분
석함으로써, AI 기법의 확산이 단순한 기술적 추세가 아니라 기존 방법론의 한계를 극복하기 위
한 구조적 진화 과정임을 실증적으로 확인하였다. 이러한 결과는 향후 연구에서 딥러닝 및 트랜
스포머 기반 언어모델 등 최신 AI 기법의 도입이 필연적임을 시사한다. 특히 복잡한 특허문헌의 
의미 해석 한계를 완화하고, 전통적 연구 방법과 결합함으로써 분석의 신뢰성과 해석력을 동시
에 확보하는 통합 전략이 효과적일 것으로 판단된다.

셋째, 기술의 유망성을 식별하고 판단하기 위해서는 T-NEW(신기술), T-VAC(공백기술) 등 
매개중심성이 높은 브리지 역할 방법론을 통해 기술의 전략적 인사이트를 도출을 목표로 서로 
다른 분석 접근법 간 연계성을 강화할 필요가 있고, 다양한 기술분야에 대한 적용과 더불어 새
로운 방법론 개발이 필요하다.

본 연구의 활용에 있어서 정책결정자는 PATC 분석체계를 활용하여 국가 R&D 전략 수립 시 
기술 예측 방법론 간 균형을 점검할 수 있고, 연구자는 특정 시기별 분석기법의 확산 구조를 파
악하여 새로운 메타연구를 설계할 수 있으며, 기업 실무자는 기술기획 및 포트폴리오 관리에서 
분석방법 선택 전략을 수립할 수 있을 것이다.

본 연구는 다음과 같은 한계점을 가진다. 첫째, Web of Science 데이터베이스에 국한된 논
문 수집으로 인해 다른 국내외 학술 데이터베이스나 회색문헌(Grey literature)에 포함된 연구
들이 분석에서 제외되었다. 둘째, 연구 방법 분류와 매핑 과정은 표준화된 절차와 방법명이 존
재하지 않고 주관적 해석의 개입을 완전히 배제한 결과를 도출하기 어렵지만, 본 연구는 텍스트
마이닝을 거친 1차 결과물에 대해 연구자들의 추가적인 교차검증과 합의 절차를 통해 신뢰성을 
확보하였다. 셋째, 정량적 분석의 한계로 인해 연구 방법의 질적 특성이나 맥락적 요인들이 충
분히 반영되지 못했을 가능성이 있다.

향후 연구에서는 다음과 같은 방향으로 연구 범위와 깊이를 확장할 것을 제안한다. 첫째, 다
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중 데이터베이스 기반 포괄적 분석을 통해 Web of Science 외에 추가적인 국내외 학술 데이터 
등을 포함한 확장된 문헌 수집으로 분석의 품질과 객관성을 제고해야 한다. 둘째, 질적 연구 방
법의 병행 적용을 통해 주요 연구자들과의 심층 인터뷰나 델파이 조사 등을 실시하여 분석 체계
의 추가적인 정교함과 확장성을 확보하고, 정량적 분석 결과를 보완하는 연구가 필요하다. 셋
째, 연구 동향 모니터링 시스템 구축을 통해 연구 방법론의 변화를 지속적으로 추적하고 예측할 
수 있는 동적 분석 체계 개발이 요구된다. 넷째, 특정 기술 분야별 심층 분석을 통해 인공지능, 
바이오테크놀로지, 신재생에너지 등 개별 기술 영역에서의 연구 방법론 특성과 차이점을 규명
하는 후속 연구가 필요하다. 마지막으로, 국제 비교 연구를 통해 국가별 또는 지역별 특허 기반 
유망기술 연구의 방법론적 특성과 차이점을 분석하여 글로벌 연구 생태계에서의 우리나라 연
구의 위치와 발전 방향을 모색하는 연구가 필요하다.

이러한 연구들을 통해 특허 기반 유망기술 연구 분야의 학문적 발전과 실무적 활용성 제고에 
지속적으로 기여할 수 있을 것으로 기대된다.
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Appendix 1. 연구 방법의 범주화를 위한 분류 체계 및 매핑 테이블
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Appendix 2. 연구 방법 분석 대상 논문
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